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In Part 1 of the thematic tutorial series

‘‘Acoustofluidics -- exploiting ultrasonic
standing waves forces and acoustic
streaming in microfluidic systems for cell
and particle manipulation’’, we establish
the governing equations in microfluidics.

Examples of basic flow solutions are

presented, and equivalent circuit modeling

for determining flow rates in microfluidic

networks is introduced.
I. Introduction

Microfluidics deals with the flow of fluids

and suspensions in channels of sub-milli-

metre-sized cross-sections under the influ-

ence of external forces.1–6 Here, viscosity
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dominates over inertia, ensuring the

absence of turbulence and the appearance

of regular and predictable laminar flow

streams, which implies an exceptional

spatial and temporal control of solutes. The

combination of laminar flow streams and

precise control of external forces acting on

particles in solution, has resulted in particle

handling methods useful for analytical

chemistry and bioanalysis, based on

different physical mechanisms including

inertia,7 electrokinetics,8 dielectropho-

retics,9 magnetophoretics,10 as well as

mechanical contact forces.11

Acoustofluidics, i.e. ultrasound-based

external forcing of microparticles in

microfluidics, has attracted particular

attention because it allows gentle, label-

free separation based on purely mechan-

ical properties: size, shape, density, and

compressibility. The early acousto-

phoretic microparticle filters12–16 were

soon developed into the first successful
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on-chip acoustophoretic separation

devices.17,18 Many different biotechnical

applications of acoustophoresis have

subsequently emerged including cell

trapping,19–21 plasmapheresis,22 forensic

analysis,23 food analysis,24 cell sorting

using surface acoustic waves,25 cell

synchronization,26 and cell differentia-

tion.27 Furthermore, substantial

advancements in understanding the

fundamental physics of microsystems

acoustophoresis have been achieved

through full-chip imaging of acoustic

resonances,28 surface acoustic wave

generation of standing waves,29 multi-

resonance chips,30 advanced frequency

control,31,32 on-chip integration with

magnetic separators,33 acoustics-assisted

microgrippers,34 in situ force calibration,35

and automated systems.36

In Part 1 of the Acoustofluidics Tutorial

Series we study the governing equations in

microfluidics formulated in terms of the

classical continuum field description of

velocity v, pressurep, anddensityr.Wealso

present some of the basic flow solutions as

well as the equivalent circuit modeling

useful for predicting the flow rates through

networks of microfluidic channels.
II. The basic continuum fields

In the following we use the so-called Eu-

lerian picture of the continuum fields,

where the spatial coordinates r are fixed in

space, and where we observe how the

fields evolve in time at these points.

Consequently, the position r and the time

t are independent variables. The Eulerian

picture is illustrated by the velocity field in

Fig. 1. In general, the value of any field

variable F(r, t) is defined as the average
al is ª The Royal Society of Chemistry 2011
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Fig. 1 The Eulerian picture: the spatial coordinates r do not follow the flow. Instead, the velocity

field v at the fixed point r is defined by the molecules in the purple region at time t� Dt, and by those

in the yellow region at time t.
value hFmol(r
0, t)i of the corresponding

molecular quantity for all the molecules

contained in some liquid particle of

volume DVðrÞ around r at time t,

Fðr; tÞ ¼ hFmolðr0; tÞir0˛DVðrÞ: (1)

If we for brevity let mi and vi be the

mass and the velocity of molecule

i, respectively, and furthermore let i˛DV
stand for all molecules i present inside the

volumeDVðrÞ at time t, then the definition

of the density r(r, t) and the velocity field

v(r, t) can be written as

rðr; tÞh 1

DV

X
i˛DV

mi; (2a)

vðr; tÞh 1

rðr; tÞDV
X
i˛DV

mivi: (2b)

Here, we have introduced the sign ‘‘h’’

for ‘‘equal-to-by-definition sign’’. Notice

how the velocity is defined through the

more fundamental concept of

momentum.

The dependent field variables in

microfluidics can be scalars (such as

density r, viscosity h, pressure p, temper-

ature T, and free energy F ), vectors (such

as velocity v, current density J, pressure

gradient Vp, force density f, and electric

field E), and tensors (such as stress tensor

s and velocity gradient Vv).
III. Mathematical notation

The mathematical treatment of micro-

fluidic problems is complicated due to the

presence of several scalar, vector and

tensor fields and the non-linear partial

differential equations that govern them.

To facilitate the treatment some simpli-

fying notation is called for. We follow

ref. 4.

First, a suitable co-ordinate system

must be chosen. We shall mainly work
This journal is ª The Royal Society of Chemistry
with Cartesian co-ordinates (x, y, z) with

corresponding basis vectors ex, ey, and ez
of unity length and mutually orthogonal.

The position vector r ¼ (rx, ry, rz) ¼
(x, y, z) is written as

r ¼ rxex + ryey + rzez ¼ xex + yey + zez.(3)

Any vector v can be written in terms of

its components vi (where for Cartesian

co-ordinates i ¼ x, y, z) as

v ¼
X
i¼x;y;z

viei h viei: (4)

In the last equality we have introduced the

Einstein summation convention:

a repeated index implies a summation

over that index (unless noted otherwise).

Other examples of this compact, so-called

index notation, is the vector scalar

product u$v, the length v of a vector v, and

the ith component of the matrix equation

u ¼ Mv,

v$u ¼ viui, (5a)

v ¼ jvj ¼
ffiffiffiffi
v2

p
¼ ffiffiffiffiffiffiffi

v$v
p ¼ ffiffiffiffiffiffiffi

vivi
p

; (5b)

ui ¼ Mijvj. (5c)

For the partial derivatives of a given

function F(r, t) we use the symbols vi, with

i ¼ x, y, z, and vt,

vxFh
vF

vx
; and vtFh

vF

vt
: (6)

The vector differential operator nabla

V contains the three partial space deriv-

atives vi. It plays an important role in

differential calculus, and it is defined by

V h exvx + eyvy + ezvz ¼ eivi. (7)

The Laplace operator, which appears in

numerous partial differential equations in

theoretical physics, is just the square of

the nabla operator,
2011
V$V h V2 h vivi. (8)

In terms of V the total time derivative of

a quantity F(r(t), t) flowing along with the

fluid can be written as

dF

dt
¼ vtF þ ðvtriÞviF ¼ vtF þ ðv$VÞF:

(9)

Since V is a differential operator, the

order of the factors does matter in a scalar

product containing it. So, whereas v$V in

the previous equation is a scalar differ-

ential operator, the product V$v with the

reversed order of the factors is a scalar

function. The latter appears so often in

mathematical physics that it has acquired

its own name, namely the divergence of

the vector field,

V$v h vxvx + vyvy + vzvz ¼ vivi. (10)

Concerning integrals, we denote the 3D

integral measure by dr, so that in Carte-

sian co-ordinates we have dr ¼ dx dy dz.

We also consider definite integrals as

operators acting on integrands, thus we

keep the integral sign and the associated

integral measure together to the left of the

integrand. As an example, the integral in

spherical coordinates (r, q, f) over

a spherical body with radius a of the

scalar function S(r) is written as

ð
sphere

dx dy dz Sðx; y; zÞ ¼
ð
sphere

dr SðrÞ

¼
ða
0

r2dr

ðp
0

sinqdq

ð2p
0

df Sðr; q;fÞ:
(11)

Whenworking with vectors and tensors

it is advantageous to use the following

two special symbols: the Kronecker delta

dij and and the Levi-Civita symbol 3ijk,

dij ¼ 1; for i ¼ j;
0; for isj;

�
(12a)

3ijk ¼

þ1; if ðijkÞ is an even
permutation of ðxyzÞ;

�1; if ðijkÞ is an odd
permutation of ðxyzÞ;

0; otherwise:

8>>>>>>><
>>>>>>>:

(12b)

In the index notation, the Levi-Cevita

symbol appears directly in the definition

of the ith component of the cross-product
Lab Chip, 2011, 11, 3742–3751 | 3743



u � v of two vectors u and v, and of the

rotation V � v,

(u � v)i h 3ijkujvk, and (V � v)i h 3ijkvjvk.

(13)

When evaluating the rotation of a rota-

tion, the ‘‘pairing-minus-antipairing’’

theorem is very useful,

3ijk3ilm ¼ djldkm � djmdkl. (14)

As a last mathematical subject, we

mention Gauss’s theorem, which we shall

employ repeatedly below. For a given

vector field V(r), it relates the volume

integral in a given region U of the diver-

gence V$V to the integral over the surface

vU of the flux V$n da through an area

element da with the surface normal n,ð
U

drV$V ¼
ð
vU

da n$V;

or

ð
U

dr vjVj ¼
ð
vU

da njVj: (15)

By definition, the surface normal n of

a closed surface is an outward-pointing

unit vector perpendicular to the surface,

hence the name divergence. For a

tensor Tjk of rank 2 the theorem

states

ð
U

dr vjTjk ¼
ð
vU

da njTjk with

a straightforward generalization to higher

ranks.
IV. Governing equations

A. The continuity equation

The first governing equation to be derived

is the continuity equation, which

expresses the conservation of mass. We

consider a compressible fluid, i.e. the

density r may vary as function of space
Fig. 2 A sketch of the mass current density field r

shaped, but fixed region U (blue). Any infinitesimal

pointing unit vector n (short arrow) perpendicular

through the area da is given by da times the projectio

vector.
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and time, and a fixed, arbitrarily shaped

region U in the fluid as sketched in Fig. 2.

The total mass M(U, t) inside U can be

expressed as a volume integral over the

density r,

MðU; tÞ ¼
ð
U

drrðr; tÞ: (16)

Since mass can neither appear nor disap-

pear spontaneously in non-relativistic

mechanics, M(U, t) can only vary due to

a mass flux through the surface vU of the

region U. The mass current density J is

defined as the mass density r times the

advection velocity v, i.e. the mass flow per

oriented area per time (kg m�2 s�1),

J(r, t) ¼ r(r, t) v(r, t). (17)

As the region U is fixed vtM(U, t) can be

calculated either by differentiating the

volume integral eqn (16),

vtMðU; tÞ ¼ vt

ð
U

drrðr; tÞ

¼
ð
U

dr vtrðr; tÞ; (18)

or as a surface integral over vU of the

mass current density using eqn (17) and

Fig. 2,

vtMðU; tÞ ¼
ð
vU

dað�nÞ$J

¼ �
ð
vU

da n$ðrvÞ

¼ �
ð
U

drV$½rðr; tÞvðr; tÞ�:
(19)

The last expression is obtained by

applying Gauss’s theorem eqn (15) to the

vector field V h rv. We have used �n

because this is the direction of entering the

region. It follows immediately from eqn

(18) and (19) that
v (long arrows) flowing through an arbitrarily

area da (purple) is associated with an outward-

to the local surface. The current flowing out

n rv$n of the current density on the surface unit

This journ
ð
U

dr vtrðr; tÞ ¼ �
ð
U

drV$½rðr; tÞvðr; tÞ�:
(20)

This result is true for any choice of region

U. However, this is only possible if the

integrands are identical. Thus we have

derived the continuity equation,

vtr ¼ �V$(rv) or vtr ¼ �vj(rvj). (21)

In many cases, especially in micro-

fluidics, where the flow velocity is much

smaller than the velocity of speed of

sound (pressure waves), the fluid appears

incompressible. Thus, r is constant in

space and time, and the continuity equa-

tion simplifies to,

V$v ¼ 0 or vivi ¼ 0. (22)

In Part 2 of the Tutorial Series,37

compressibility r ¼ r(p) will be discussed

further in connection with acoustics.
B. The Navier–Stokes equation

The second governing equation, the

Navier–Stokes equation, is the equation

of motion for the Eulerian velocity field

directly related to momentum conserva-

tion and the momentum density rv. It is

derived using an approach similar to that

which led us to the continuity equation.

We consider the ith component Pi(U, t) of

the total momentum of the fluid inside an

arbitrarily shaped, but fixed, region U. In

analogy with the mass eqn (18), the rate of

change of the momentum is given by

vtPi ¼ vt

ð
U

drrðr; tÞviðr; tÞ

¼
ð
U

dr½ðvtrÞvi þ rvtvi�: (23)

In contrast to the mass inside U, which

according to eqn (19) can only change by

advection through the surface vU, the

momentum Pi(U, t) can change both by

advection and by the action of forces

given by Newton’s second law. These

forces can be divided into body forces that

act on the interior of U, e.g. gravitational

and electrical forces, and contact forces

that act on the surface vU of U, e.g.

pressure and viscosity forces. Thus, the

rate of change of the ith component of the

momentum can be written as
al is ª The Royal Society of Chemistry 2011



vtPi ¼ vtP
body
i + vtP

adv
i + vtP

pres
i + vtP

visc
i .

(24)

A body force f body is an external force

that acts throughout the entire body of the

fluid. The change in the momentum of U

due to f body, e.g. gravity in terms of the

densityrand theaccelerationof gravityg, is

vtP
body
i ¼

ð
U

dr f bodyi ¼
ð
U

drðrgÞi

¼
ð
U

dr rgi: (25)

For the advection of momentum rv

intoU, we note that it is described in terms

of the tensor (rv)v, just as advection of

density r is described by the vector (r)v.

Considering the ith momentum compo-

nent, we see that the flux of momentum

into U through the infinitesimal area da is

given by (rvi)v$(�n)da. Thus the total

change vtP
adv
i (U, t) of momentum inU due

to advection is

vtP
adv
i ¼

ð
vU

dað�nÞ$ðrvivÞ

¼ �
ð
vU

da njrvivj: (26)

The rate of momentum change due to

pressure is the sum of the pressure force p

(�n)da from the surroundings on each

infinitesimal area da of the surface vU.

Thus, for the ith component of the

momentum along the unit vector ei we

obtain

vtP
pres
i ¼

ð
vU

dað�nÞ$ðpeiÞ

¼ �
ð
vU

da njpdij: (27)

In the last equation we use that n$ei ¼
njdij, whereby n can be ascribed the same

free index j different from the momentum

component index i as in eqn (26).

The momentum inU is also changed by

viscous friction at the surface vU from the

surrounding fluid. The frictional force dF

on a surface element da with the normal

vector nmust be characterized by a tensor

rank of two as two vectors are involved.

This tensor is denoted as the viscous stress

tensor s
0
ij, and it expresses the ith

component of the friction force per area

acting on a surface element oriented with

its surface normal parallel to the jth unit

vector ej. So we have dFi ¼ s
0
ijnjda, which
This journal is ª The Royal Society of Chemistry
leads directly to the change in the

momentum of U due to the viscous forces

at the surface vU,

vtP
visc
i ðU; tÞ ¼

ð
vU

dFi ¼
ð
vU

da njs
0
ij:

(28)

The internal friction is only non-zero

when fluid particles move relative to each

other, hence the viscous stress tensor s
0
ij

depends only on the spatial derivatives of

the velocity. For the small velocity

gradients encountered in microfluidics we

can safely assume that only first-order

derivatives are relevant. Thus, s
0
ij must

thus depend linearly on the velocity

gradients vivj. Further analysis shows that

it must be symmetric, and one way of

writing the tensor of rank two satisfying

these conditions is4

s
0
ij ¼ h(vjvi + vivj) + (b � 1)h(vkvk)dij,(29)

where the first term relates to the dynamic

shear viscosity h of an incompressible

fluid, and the second term appears when

compressibility-induced dilatational

viscosity (proportional to V$v) cannot be

neglected. Here, b (z5/3 for water and

other simple fluids) is the ratio between

the coefficients of the two types of

viscosity. The value of h is determined

experimentally, and for water we have

hwater(20
�C) ¼ 1.002 � 10�3 Pa s

¼ 1.002 mPa s. (30)

It varies strongly with temperature

decreasing fromhwater(0
�C)¼ 1.787mPa s

to hwater(100
�C) ¼ 0.282 mPa s.

Combining the results from eqn (23) to

(29) yields

ð
U

dr½ðvtrÞvi þ rvtvi�

¼
ð
vU

da nj

h
� rvivj � pdij þ s

0
ij

i

þ
ð
U

drrgi: (31)

Utilizing Gauss’s theorem, the surface

integral involving nj can be rewritten as

a volume integral involving vj. Since the

resulting volume integral equation is valid

for any region U the integrands must be

identical. After some rewriting we finally

arrive at the general equation of motion

for the Eulerian velocity field of a viscous

fluid,
2011
rvtvi + rvjvjvi ¼ �vip + vjs
0
ij + rgi. (32)

The left-hand side can be interpreted as

inertial force densities, density times the

sum of the local and the advective accel-

eration, while the right-hand side is the

sum of intrinsic or applied force densities.

Normally, for the so-called Newtonian

fluids at a given temperature, the viscosity

coefficients h and b can be taken as

constants, and eqn (32) reduces to the

celebrated Navier–Stokes equation for

compressible fluids,

r[vtvi + vjvjvi] ¼
�vip + hv2j vi + bhvi(vjvj) + rgi, (33a)

r[vtv + (v$V)v] ¼
�Vp + hV2v + bhV(V$v) + rg. (33b)

For incompressible fluids (V$v ¼ 0) it

becomes

r[vtv + (v$V)v] ¼ �Vp + hV2v + rg. (34)
C. The heat-transfer equation

The third and last governing equation to

be established, is the heat-transfer equa-

tion, building on the energy density flux

and conservation of energy. The thermo-

dynamic quantities for fluids are usually

taken per unit mass, directly relating them

to the molecules of the fluid. Thus, we

work with the internal energy 3 per unit

mass, the entropy s per unit mass, and the

volume 1/r per unit mass instead of the

energy E, the entropy S, and the volume v

of the fluid. The first law of thermody-

namics relates internal energy d3, heat

Tds, and pressure work�pd(1/r), and per

unit mass it becomes

d3 ¼ T ds� p d

�
1

r

�
¼ T dsþ p

r2
dr:

(35)

The densities of the quantities involved

are obtained by multiplying them by the

mass density r, e.g. the energy density is

written as r3.

In analogy with the mass and

momentum densities above, we consider

the rate of change vtE(U, t) of the energy

(power conversion) of the fluid inside

some fixed regionU. As the energy density

is given by the sum of the kinetic energy

density
1

2
rv2 and the internal energy

density r3, we obtain
Lab Chip, 2011, 11, 3742–3751 | 3745



vtE ¼ vt

ð
U

dr

�
1

2
rv2 þ r3

�

¼
ð
U

dr vt

�
1

2
rv2 þ r3

�
: (36)

Here, E can change by energy advection

through the surface vU of U, by work

done by pressure and friction forces from

the surroundings acting on the surface

vU, and by heat conduction due to

thermal gradients at the surface. For

simplicity, we disregard heat sources and

sinks that could be present insideU, so vtE

can be written as

vtE ¼ vtE
adv + vtE

pres + vtE
visc + vtE

cond.

(37)

The terms vtr and vtvj appearing at the

right-hand side of eqn (36) are rewritten

using the continuity eqn (21) and the

equation of motion eqn (32), whereby

vtE ¼
ð
U

dr

�
�
�
1

2
v2 þ 3

�
vj
�
rvj

	

� rvkvk

�
1

2
v2
�
� vjvjpþ vjvks

0
jk

þ rvt3:

(38)

The last term rvt3 can be further rewritten

by using the first law of thermodynamics

(35), therebybringing theentropy s intoplay

as rvt3 ¼ rTvts + (p/r)vtr ¼ rTvts � (p/r)

vj(rvj). Likewise, the third term is rewritten

as�vjvjp¼ �rvjvj(3 + p/r) + rTvjvjs.

Similar to eqn (19) and (26), the

advection of energy into the region is

easily expressed in terms of the energy flux

density J 3 ¼ 1

2
rv2 þ r3

� �
v,

vtE
adv ¼

ð
vU

dað�nÞ$J 3

¼ �
ð
vU

da njvj

�
1

2
rv2 þ r3

�
: (39)

The power transferred into the regionU

through the work done by the stress forces

due to pressure and viscosity at the

surface is given by the product of the

stress force vector sjknjda and the velocity

of the fluid vk,

vtE
pres þ vtE

visc ¼
ð
vU

da nj

h
� pdjk þ s

0
jk

i
vk: (40)
3746 | Lab Chip, 2011, 11, 3742–3751
Thermal conduction occurs in any

medium given a spatially varying

temperature field T(r). The heat flux

density Jheat, which is the heat-transfer

per area per time given in units of Jm�2s�1

or Wm�2, can therefore be expanded in

derivatives of the temperature. For small

temperature variations only the first

derivative VT is significant, and we arrive

at Fourier’s law of heat conduction for an

isotropic medium,

Jheat ¼ �kVT, (41)

where k is the thermal conductivity of the

fluid. For water kwater ¼ 0.597 Wm�1K�1

at 20 �C. The rate of change of energy by

conduction is readily found through the

heat flux density and Fourier’s law,

vtE
condðU; tÞ ¼

ð
vU

dað�nÞ$Jheat

¼
ð
vU

da nj
�
kvjT

	
: (42)

The heat-transfer equation now follows

from eqn (37) using eqn (38), (39), (40),

and (42). As before, we use Gauss’s

theorem to convert the surface integrals

into volume integrals, and then equate the

integrands to obtain

rT [vts + vjvjs] ¼ s
0
jkvkvj + vj[kvjT], (43a)

rT [vts + (v$V)s] ¼ s0 : Vv + V$(kVT).

(43b)

The left-hand side is rT times the total

time derivative of the entropy per unit

mass, hence expressing the total gain in

heat density per unit time, while the right-

hand side represents the sources for heat

gain: viscous friction and thermal

conduction.

In microfluidics, the fluid velocities

are generally much smaller than the

speed of sound in the fluid. Conse-

quently, pressure variations are minute,

leading to the constant pressure

approximation, for which ds ¼ cpdT,

where cp is the specific heat at constant

pressure. In this case the heat-transfer

equation reduces to

rcp[vtT + (vjvj)T ] ¼ vj(kvjT) + s
0
jkvkvj.(44)

For a fluid at rest (vj ¼ 0) with a constant

thermal conductivity k, the equation

reduces to the Fourier equation,
This journ
vtT ¼ DthV
2T, (45)

which introduces the thermal diffusivity

Dth ¼ k/(rcp). For water the measured

value is Dth ¼ 1.43 � 10�7 m2s�1 at 20 �C.

V. Flow solutions

Mathematically, the richness and beauty

of hydrodynamic phenomena are

spawned by the non-linear term r(v$V)v

in the Navier–Stokes equation. However,

this term is also responsible for compli-

cating the mathematical treatment of the

equation; the solutions of the equation

have never been fully characterized.

In the following we study two different

cases where this complicating non-linear

term can be neglected. The first case is the

limit of low flow velocities, a limit highly

relevant for microfluidic systems. Here,

the non-linear term can be neglected as it

is much smaller than the viscous term, and

we enter the linear regime of the so-called

Stokes flow or creeping flow. The second

case is when translation symmetry of

long, straight channels implies the exact

vanishing of the non-linear term. In

particular we study the steady-state pres-

sure-driven Poiseuille flow.

A. Hydrostatic pressure

The simplest case is a fluid in mechanical

equilibrium. Such a fluid is at rest relative

to the walls of the vessel containing it, and

the velocity field is therefore trivially zero

everywhere, v ¼ 0. If we let z-axis point

upwards, the gravitational acceleration is

g ¼ �gez, and the Navier–Stokes eqn

(33b) becomes

0 ¼ �Vphs � rgez, (46)

where the subscript ‘‘hs’’ refers to hydro-

static. For an incompressible fluid, say

water, the density r is constant and phs is

easily found to be

phs(z) ¼ p* � rgz, (47)

where p* is the pressure at the arbitrarily

defined zero level z ¼ 0. In many micro-

fluidic applications this is the only mani-

festation of gravity. It is therefore

customary to write the total pressure as

ptot ¼ p + phs, such that in the Navier–

Stokes equation the gravitational body

force is cancelled by the gradient of

hydrostatic pressure. The resulting
al is ª The Royal Society of Chemistry 2011



Navier–Stokes equation thus contains the

auxiliary pressure p and no gravitational

body force.

The hydrostatic pressure phs provides

an easy way of generating pressure

differences in liquids: the pressure at the

bottom of a liquid column of height DH is

higher by Dp¼ rgDH than the pressure at

the top. For water rg z 104 Pa m�1, so

a vertical water column of height 10 cm

creates Dp¼ 1 kPa, while it takes a height

of 10 m to create 105 Pa ¼ 1 barz 1 atm.

B. The Reynolds number and the

Stokes equation

For small flow velocities the non-linear

term is expected to be negligible. To

determine the condition for this, we non-

dimensionalize the Navier–Stokes equa-

tion: all physical variables are expressed

in units of characteristic scales. For

a system characterized by only one length

scale L0 and one velocity scale V0, the

expression of co-ordinates and velocity in

terms of dimensionless co-ordinates and

velocity is
r ¼ L0~r, and v ¼ V0~v, (48a)

where the tilde indicates a non-di-

mensionalized quantity, i.e. a pure

number. Once L0 and V0 have been fixed,

the scales T0 and P0 for time and pressure

follow,

t ¼ L0

V0

t~¼ T0 t~; and p ¼ hV0

L0

p~¼ P0 p~:

(48b)

Viscosity dominates in microfluidics, so

we choose P0 ¼ hV0/L0 and not as rV0
2.

By insertion of eqn (48a) and (48b) into

the Navier–Stokes eqn (33b) excluding

the body-forces as well as the compress-

ibility term, and using the straightforward

scaling of the derivatives, vt ¼ ð1=T0Þvt~
and V ¼ ð1=L0ÞV~, we obtain
p

�
V0

T0

vt~v~ þ V2
0

L0

ðv~$V~Þv~
�

¼ �P0

L0

V~p~þ hV0

L2
0

V2~ v~: (49)

Dividing by hV0/L0
2 this becomes
Fig. 3 Poiseuille flow of liquid through a straight channel U (blue), where the flow is subject to the

no-slip boundary condition on the surface vU. The channel is translational invariant in the x

direction, and it has an arbitrarily shaped cross-section C (dark blue) in the yz-plane. The pressure at

x ¼ 0 (left) is Dp higher than at x ¼ L (right).

Re



vt~v~ þ ðv~$V~Þv~� ¼ �V~ p~þ V2~ v~; (50)
This journal is ª The Royal Society of Chemistry
Reh
rV0L0

h
; (51)

where the dimensionless parameter Re,

the so-called Reynolds number, has been

introduced.

For Re � 1 the left-hand side of

eqn (50) can be neglected. For water

in microfluidics typical values are

h/r ¼ 10�6 m2 s�1, L0 z 10�4 m, and

V0 z 10�3 m s�1, which leads to a small

Reynolds number, Re z 0.1.

Returning to physical variables in the

limit of low Reynolds number, the non-

linear Navier–Stokes equation is reduced

to the linear Stokes equation,

0 ¼ �Vp + hV2v, (52)

If the time dependence is controlled by

some external time scale different from

the intrinsic scale T0 ¼ L0/V0, the time

derivative is not necessarily negligible,

and we must employ the time-dependent,

linear Stokes equation,

rvtv ¼ �Vp + hV2v. (53)

For zero pressure gradient, and intro-

ducing the kinematic viscosity n, it

reduces to a diffusion equation

vtv ¼ nV2v; with n ¼ h

r
; (54)

where n acts as the diffusivity of

momentum in the fluid.

An important example of Stokes flow

relates to particle solutions. Let an

external force move a spherical particle of

radius a with velocity vp through a fluid

that itself moves with velocity v far from

the particle. Given the no-slip boundary

condition on the particle surface vUp, the

velocity and pressure field of the fluid can

be found from eqn (52), and from that
2011
follows the viscous Stokes drag Fdrag on

the particle,4

Fdrag ¼
ð
vUp

dað�pnþ s0$nÞ

¼ 6pha
�
v� vp

	
: (55)

Changing the particle concentration from

zero to a few volume percent does not

affect the flow profile significantly, while

the viscosity may increase by a few

percent.
C. Poiseuille flow

Our prime example of a solution to the

Navier–Stokes equation in the dynamic

case, is the pressure-driven, steady-state

flow in a straight channel, also known as

Poiseuille flow, see Fig. 3. This class of

flow is of major importance for the basic

understanding of liquid handling in

microfluidic lab-on-a-chip systems.

In a Poiseuille flow the fluid is driven

through a long, straight, and rigid

channel of length L by imposing a pres-

sure difference, Dp, between the two ends

of the channel. The channel is placed

horizontally along the x-axis, so along the

z-axis gravity is balanced by the hydro-

static pressure. Furthermore, the cross-

section of the channel is constant along

the x-axis, so the liquid in the channel is

only affected by the force from the pres-

sure drop along the x-axis. The velocity

field is therefore assumed to have only an

x-component, and this component

depends only on the transverse coordi-

nates y and z, such that v¼ vx(y, z)ex. This

implies (v$V)v ¼ (vxvx)vx(y, z)ex ¼ 0, and

the non-linear Navier–Stokes equation

becomes the linear Stokes equation.

For the velocity field we employ the so-

called no-slip boundary condition: On all

points on the solid surface vU the velocity
Lab Chip, 2011, 11, 3742–3751 | 3747



Fig. 4 (a) Contour lines for the velocity field vx(y, z) for a Poiseuille-flow in a rectangular

channel. The contour lines are shown in steps of 10% of the maximal value vx(0, h/2). (b) A plot (red)

of vx(y, h/2) along the long centerline. (c) A plot (blue) of vx(0, z) along the short centerline.
of the fluid equals that of the wall vwall
(often equal to zero),

v(r) ¼ vwall, for r ˛ vU (no-slip). (56)

Themicroscopic origin of this condition is

the assumption of complete momentum

relaxation between the molecules of the

wall and the outermost molecules of the

fluid that collide with the wall. The

momentum is relaxed on a length scale,

which approximately is the molecular

mean free path in the fluid, which for

liquids means one intermolecular distance

(x0.3 nm).

The final form of the steady-state

Navier–Stokes equation for the Poiseuille

flow thus becomes

v(r) ¼ vx(y, z)ex, (57a)

0 ¼ �Vp + hV2[vx(y, z)ex]. (57b)

Since the y and z components of the

velocity field are zero, it follows that

both vyp and vzp are zero, and conse-

quently the pressure field depends only

on x, p(r) ¼ p(x). Using this result, the x

component of the Navier–Stokes eqn

(57b) becomes

h[v2y + v2z]vx(y, z) ¼ vxp(x). (58)

Here, it is seen that the left-hand side is

a function of y and z, while the right-hand

side is a function of x. Therefore, the only

possible solution is that the two sides of

the Navier–Stokes equation equal the

same constant. However, a constant

pressure gradient vxp(x) implies that the

pressure must be a linear function of x,

and using the boundary conditions for the

pressure we obtain

pðrÞ ¼ Dp

L
ðL� xÞ þ p�: (59)

With this we arrive at the second-

order partial differential equation for

vx(y, z) in the cross-section C obeying no-

slip boundary conditions at the solid

walls vU,h
v2y þ v2z

i
vxðy; zÞ ¼ �Dp

hL
; for ðy; zÞ˛C

(60a)

vx(y, z) ¼ 0, for (y, z) ˛ vU. (60b)

The resulting velocity field can be

determined analytically for a limited
3748 | Lab Chip, 2011, 11, 3742–3751
number of cross-section shapes, as done

in ref. 4. Here, we present three of these

solutions: a circular cross-section of

radius a; the space between two hori-

zontal infinite parallel plates placed at

z ¼ 0 and z ¼ h; and a rectangular cross-

section � 1

2
w\y\

1

2
w and 0 < z < h, see

Fig. 4(a),

vxðy; zÞ ¼ Dp

4hL
ða2 � y2 � z2Þ; circular tube;

(61a)

vxðy; zÞ ¼ Dp

2hL
ðh� zÞz; parallel plates;

(61b)

vxðy; zÞ

¼ 4h2Dp

p3hL

XN
n;odd

1

n3
1�

cosh np
y

h

� 

cosh np
w

2h

� 
2
64

3
75

sin
�
np

z

h


; rectangular cross-section; h\w:

(61c)

Inspection shows that these solutions are

correct. Note how the flow profile in the

rectangular case is independent of y along

a large part w� h of the long width, Fig. 4

(b), but parabolic across the short height,

Fig. 4(c).
D. Flow rate

Once the velocity field is determined, it is

possible to calculate the so-called volu-

metric flow rate Q, which is defined as the

fluid volume discharged by the channel

per unit time. In the case of the geometry

of Fig. 3 we have

Q ¼
ð
C

dy dz vxðy; zÞ ¼ A vavr; (62)
This journ
where vavr ¼ ð1=AÞ ÐC dy dz vxðy; zÞ is the

average velocity andA is the cross-section

area. The flow rate for three selected

Poiseuille flows are

Q ¼ pa4

8hL
Dp; circular tube; (63a)

Q ¼ h3w

12hL
Dp; parallel-plates; (63b)

Qz

�
1� 0:630

h

w

�
h3w

12hL
Dp;

rectangular; h\w: (63c)

For the Poiseuille flow in a rectangular

channel of height h and width w, an

analytical solution in closed form has not

yet been found. However, the error of the

approximate result (63c) is just 13% for

the worst case (a square with h¼w), while

already for an aspect ratio of a half

(a rectangle with h¼ w/2) it has decreased

to 0.2%.

The SI unit of flow rate is m3 s�1, but

in microfluidics volume is often

measured in mL ¼ mm3 and time in

minutes, so the following conversion

factors are useful,

1
mL

s
¼ 10�9 m

3

s
; 1

mL

min
¼ 1:67� 10�11 m

3

s
:

(64)

VI. Equivalent circuit modeling

Often it suffices tofind theflowrate through

agivenmicrofluidicnetwork rather than the

detailed flow field. To this end the method

of equivalent circuit modelingmay be used.

This type of modeling is only strictly valid

for steady Stokes flow in the limit of zero

velocity, however, it is a good
al is ª The Royal Society of Chemistry 2011



approximation for Re( 1 in long, narrow

channels, for which entrance effects are

negligible, and for changes propagating

slower than the speed of sound.
A. Hydraulic resistance

Above we have found that a constant

pressure dropDp results in a constant flow

rate Q. This result can be summarized in

the Hagen–Poiseuille law

Dp ¼ RhydQ; or Rhyd ¼ Dp

Q
; (65)

where we have introduced the pro-

portionality factor Rhyd known as the

hydraulic resistance; a central concept in

characterizing and designing microfluidic

channels in lab-on-a-chip systems, see the

list in Table 1. The SI units used in the

Hagen–Poiseuille law are
Table 1 The hydraulic resistance for water flowing
sectional shapes. The numerical values are calculated
mm, h ¼ 100 mm, and w ¼ 300 mm. Note that the ar

Shape and parameters Rhyd ex

8

p
hL

1

a4

4

p
hL

1

320ffiffiffi
3

p hL

12hL
h

12

1� 0:6

28:4 hL

105

4
hL

z2hL

This journal is ª The Royal Society of Chemistry
½Q� ¼ m3

s
; ½Dp� ¼ Pa ¼ kg

m s2
;



Rhyd

� ¼ Pa s

m3
¼ kg

m4 s
: (66)

The Hagen–Poiseuille law is analogous

to Ohm’s law, DU ¼ RI, for a wire

carrying the electrical current I and

having the electrical resistance R and the

potential drop DU. In hydraulic systems

volume is moved and Q is volume per

time, while in electric systems charge is

moved and I is charge per time. Likewise,

Dp is energy per volume as DU is energy

per charge. Hydraulic power is QDP (vol/

time � energy/vol) while electric power is

IDU (charge/time � energy/charge). For

low Reynolds numbers fluid flow is

described by the linear Stokes equation,

and to a good approximation the

hydraulic resistances obey the same rules
through straight channels with different cross-
using h¼ 1mPa s,L¼ 1m, a¼ 100 mm, b¼ 33
eas are different

pression Rhyd

�
1012

Pa s

m3

�

25

þ ðb=aÞ2
ðb=aÞ3

1

a4
393

1

a4
1850

1
3w

40

hL

3ðh=wÞ
1

h3w
51

1

h4
284

1

h3w
88

P2

A3
—

2011
for series and parallel coupling as the

electric resistances in linear circuit theory.

Thus for two hydraulic resistance R1 and

R2 we have

Rseries
hyd ¼ R1 þ R2; (67a)

and Rparallel
hyd ¼

�
1

R1

þ 1

R2

��1

: (67b)

For a generic fluidic network Kirchhoff’s

laws apply:

aÞThe sum of mass flow rates entering=

leaving any node in the circuit is zero:

bÞThe sum of all pressure differences in

any closed loop of the circuit is zero:

(68)

B. Hydraulic compliance

The analogy between hydraulic and elec-

tric systems can be taken one step further.

When the pressure increases by Dp in

a liquid inside an elastic channel, the

volume available to the liquid increases by

DV . This is analogous to the charging of

a capacitor where in increase an voltage

by DU increases the charge on the

capacitor by Dq ¼ CDU. The electric

capacitance is given byC¼ vq/vU, and we

are led to introduce hydraulic capacitance

Chyd, also known as compliance, given

by

Chyd ¼ dV

dp
; with



Chyd

� ¼ m3 Pa�1:

(69)

As an example of compliance we

consider a simple model of a soft-walled

channel filled with an incompressible

liquid as sketched in Fig. 5(a). If the

pressure increases inside the channel, the

latter will expand. The compliance Chyd

of the channel is a given constant related

to the geometry and the material prop-

erties of the channel walls. As a simplifi-

cation we model the channel as

consisting of two subchannels with

hydraulic resistances R1 and R2, respec-

tively, connected in series. The pressure,

pc, at the point where the two sub-

channels connect determines the expan-

sion of the whole channel. The

equivalent model is seen in Fig. 5(b). We

let the pressure at the inlet be p* for time
Lab Chip, 2011, 11, 3742–3751 | 3749



Fig. 5 (a) Compliance in a soft-walled channel (green) filled with liquid (light blue). The liquid

center pressure is denoted by pc, while R1 and R2 denote the hydraulic resistances of the first and

second part of the channel, respectively. Mass conservation yieldsQ1 ¼Q2 +Qc. (b) The equivalent

circuit diagram corresponding to the soft-walled channel of panel (a), where R1 and R2 are the

hydraulic resistances of each part of the channel, while Chyd is the compliance of the soft wall.

Table 2 The hydraulic resistance Rhyd, complianceChyd, and inductance Lhyd as well as theRC and
RL times (sRC and sRL) for water (h¼ 1 m Pa s, r¼ 998 kgm�3) in a straight circular channel (length
L¼ 1 m, radius a¼ 0.1 mm, thickness ratio d¼ 1) made of either soft silicone rubber (Y¼ 2.1 MPa,
�n ¼ 0.49) or hard teflon (Y ¼ 0.5 GPa, �n ¼ 0.45). It takes 0.7 ms for a pressure wave to propagate
through the channel

Material Rhyd

�
1012

Pa s

m3

�
Chyd

�
10�15 m

3

Pa

�
Lhyd

�
109

Pa s2

m3

�
sRC [ms] sRL [ms]

Silicone 25 60 32 1500 1.3
Teflon 25 0.25 32 6.2 1.3
t < 0 and p* + Dp for time t > 0. The flow

rate at the inlet and the outlet are given

by the Hagen–Poiseuille law Q1 ¼
(p* + Dp � pc)/R1 and Q2 ¼ (pc � p*)/R2,

respectively, while the rate of volume

expansion inside the chamber is given by

Qc ¼ vtV ¼ Chydvtpc. Since the liquid is

assumed to be incompressible, conser-

vation of mass leads to Q1 ¼ Q2 + Qc,

and we arrive at a differential equation

for the liquid center pressure pc,

vtpc ¼ �
�
1

s1
þ 1

s2

�
pc þ

�
1

s1
þ 1

s2

�
p�

þ 1

s1
Dp;

(70)

where s1 ¼ R1Chyd and s2 ¼ R2Chyd are

the hydraulic RC times. The solution,

pcðtÞ ¼ p� þ �
1� exp



s�1
1 þ s�1

2

�
t
	

� s2
s1 þ s2

Dp; (71)

is analogous to the voltage across

a capacitor being charged through

a voltage divider.

Often the external tubing may lead to

long transient times in the external system

due to the RC-time

sRC ¼ RhydChyd (72)

arising from the hydraulic resistance Rhyd

and compliance Chyd. For an elastic tube

of fixed length L, inner radius a, wall

thickness d, and thickness ratio d ¼ d/a,

Chyd can be derived from basic theory of

elasticity,38

Ctube
hyd ¼ 2pð1þ nÞð1� 2nÞ þ ð1þ dÞ2

ð1þ dÞ2�1

a2L

Y
:

(73)

Here, �n is the Poisson ratio, and Y is

Young’s modulus. Specific examples of

transient RC times are listed in Table 2.
3750 | Lab Chip, 2011, 11, 3742–3751
If a gas bubble is trapped inside a

microfluidic channel, an extra compliance

Cbubble
hyd is added to the system,

Cbubble
hyd ¼ dV

dp
¼ � dV

dp

bubble

¼ 4p

3

a3

p�
: (74)

Here, we have assumed isothermal

compression of the gas bubble around

ambient pressure p*. For isentropic

compression the hydraulic compliance is

multiplied by the adiabatic factor

g z 1.4. A large bubble with a ¼ 1 mm

leads to Cbubble
hyd ¼ 42 � 10�15 m3 Pa�1,

comparable to the silicone tube in Table 2.
C. Hydraulic inductance

The last analogy is inductance. The self-

inductance Lel, or the electric inertia, is

the ability of an electric system to main-

tain a given current I. A rate of change vtI

in the current induces a potential drop

DU ¼ LelvtI. Hydraulic inductance Lhyd

therefore relates to maintaining an exist-

ing volume current Q ¼ Avavr. Since the

rate of change vtQ ¼ Avtvavr involves

acceleration, Lhyd must correspond to

inertia.

Consider the flow through a channel of

length L and cross-section area A. If the

force F driving the flow arises from

a pressure drop Dp, we find from New-

ton’s second law that
This journ
Dp ¼ F=A ¼ ðrLAÞvtvavr=A. This leads

to Dp ¼ ðrL=AÞvtQ, from which we can

read off the hydraulic inductance Lhyd as

Lhyd ¼ rL

A ; with


Lhyd

� ¼ Pa s2

m3
: (75)

In analogy with the RC-time, there is

also a transient RL-time given by sRL ¼
Lhyd/Rhyd. For a tube it is

stubeRL ¼ Lhyd

Rhyd

¼ ra2

8h
¼ a2

8n
; (76)

where in the last equality we have used the

kinematic viscosity n from eqn (54).

Specific examples ofRL times are listed in

Table 2. For a more complete example of

circuit modeling in a microfluidic system

with pulsatile flow including compliance

and air bubbles see ref. 39.
VII. Concluding remarks

In this tutorial paper we have established

the theoretical framework for the

continuum description of fluids, and

based on conservation laws, we have

derived the governing equations in

microfluidics. Some important, basic flow

solutions to the these equations have been

presented and analyzed in terms of

equivalent circuit modeling, introducing

the concepts of hydraulic resistance,

compliance, and inductance. The theory

presented here does not only apply to the

fluid flow, it is also the starting point for

the ultrasound acoustics to be treated in

the following tutorial paper.
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